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Evaluation of explanations

‘Unfortunately, there is little consensus on what interpretability in machine learning is and
how to evaluate it for benchmarking' [2].

There are at least two different things which must be evaluated with regards to
interpretability:

e how appropriate and satisfying to stakeholders are the produced explanations?
e how faithful are the explanations to the actual model workings?

Are explanations appropriate and satisfying to stakeholders?

There is some initial research on how to evaluate the explanations or interpretability of ML
models. [4] outlines how levels of explainability can be measured with respect to different
user groups. The measures include users' mental model, users' trust and reliance, users'
satisfaction and understanding, human-machine task performance, and computational
measures. Different measure are useful for describing the effectiveness of explanations to
different groups. For example, lay users can be tested on their trust of the system whereas
ML experts may seek transparent models. The main point is that different user-groups
require different types of explanation.

[2] proposes an evidence-based taxonomy of evaluation approaches for interpretability:

e application-grounded
e human-grounded
e functionally-grounded

They give some examples of ways in which human-understanding can be tested to evaluate
the quality of given explanations.

Application level evaluation (real task) puts the explanation into the product and have it
tested by the end user. Imagine fracture detection software with a machine learning
component that locates and marks fractures in X-rays. At the application level, radiologists
would test the fracture detection software directly to evaluate the model. This requires a
good experimental setup and an understanding of how to assess quality. A good baseline for
this is always how good a human would be at explaining the same decision.

Human level evaluation (simple task) is a simplified application level evaluation. The
difference is that these experiments are not carried out with the domain experts, but with
laypersons. This makes experiments cheaper (especially if the domain experts are
radiologists) and it is easier to find more testers. An example would be to show a user
different explanations and the user would choose the best one.



Function level evaluation (proxy task) does not require humans. This works best when the
class of model used has already been evaluated by someone else in a human level
evaluation. For example, it might be known that the end users understand decision trees. In
this case, a proxy for explanation quality may be the depth of the tree. Shorter trees would
get a better explainability score. ‘It would make sense to add the constraint that the
predictive performance of the tree remains good and does not decrease too much
compared to a larger tree' [5].

These are ways in which explanations can be evaluated with respect to how effective they
are at convincing users. Whilst it is important that stakeholders are satisfied with
explanations, these explanations also need to be an accurate depiction of how the system
works.

Are explanations appropriate and satisfying to stakeholders?

'Explainable ML methods provide explanations that are not faithful to what the original
model computes... This leads to the danger that the explanation method can be an
inaccurate representation of the original model in parts of the feature space' [7]. Especially
in safety-related systems, it is important that explanations of how a system work are not
only convincing and satisfying but also reliably a faithful account of how the model is
actually working. [6] presents a technical method for evaluating the faithfulness of a certain
kind of local explanation technique. They present simulated user experiments to evaluate
the utility of explanations in trust-related tasks. In particular, they address the following
questions:

1. Are the explanations faithful to the model
2. Can the explanations aid users in ascertaining trust in predictions
3. Are the explanations useful for evaluating the model as a whole

They also do some evaluation with human subjects to ask:

1. Can users choose which of two classifiers generalises better

2. Based on the explanations, can users perform feature engineering to improve the
model

3. Are users able to identify and describe classifier irregularities by looking at
explanations.

These types of evaluation help users to understand how a model is genuinely working, even
so far as the explanations can help users to gain enough insight to improve the model. [3]
evaluates “fidelity” (faithfulness to the model) of explanations vs interpretability (how easy
it is to understand) finding there are trade-offs between the two.

Model trade-offs

As previously mentioned, different models will be compatible with different types of
explanations. Hence, during model selection the desired types of interpretability will have to
be weighted and prioritised. Some models may allow for multiple types of interpretability. It
is also commonly believed that trade-offs between interpretability and accuracy of the
model will have to be taken into account ([1] and [8]), although [7] argues that, “It is a myth
that there is necessarily a trade-off between accuracy and interpretability”. There are also
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trade-offs between how easy explanations are to understand and how faithful they are to
the model [3]. Hence, the following trade-offs will have to be considered:

Between different types of interpretability
Between interpretability and accuracy
Between the fidelity of explanations and their comprehensibility
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